Appendix A. QUALITY CONTROL PRINCIPLES

General

Controlling the quality of an operation in the Bureau
involves (1) measuring the quality of the process or
product being controlled, (2) a timely reporting of infor-
mation on the quality of the production process to its
supetrvisor, and (3) correcting a faulty process, or re-
jecting poor quality products and replacing them by good
quality products, or both. Information, communicartion,
and action are inseparable elements in the operation of
a quality control program.

In general, there are three types of statistical quality
control programs:

1. Process control measures the quality of a process
and provides for adjustments in the process when nec-
essary.

2. Acceptance sampling determines which lots of items
meet quality standards and are acceptable and which
lots are unacceptable and should be reworked or re-
placed by good items.

3. Hybrid procedures utilize both process control
and acceptance sampling.

Any of these three types of statistical quality control

programs may either measure a specified multivalued -

characteristic of the product (inspection by variables) or
clagsify the product as defective or nondefective (in-
spection by attributes). Inspection by the measurement
of variables deals with fluctuation in the quality of the
characteristic being controlled. This type of measure-
ment is likely to be found where performance of equip-
ment rather than performance of people is being controlled.
Inspection in the measurement of the attributes is of the
zero-one variate type--the item is defective or nondefec-
tive. Operations within the Census Bureau usually are
controlled by use of the attributes type of measurement.

Process Control

The underlying principle of process controlis thatevery
work process is subject to a certain amount of variation
due to unassignable causes that is regarded as chance
variation. When fluctuations in the measurements are
within the range of chance variation, the process is said
to be in a “state of statistical control.” A frequency
distribution of measurements from such a procegs will
have one mode, will tail off on both sides of the mode,
and will be symmetrical or moderately skewed. A dis-

tribution of this type can be characterized by its mean and’

its variance, or some other measure of dispersion such
ag the range, which can be used to establish limits ona
control chart.

As long as the process remains undisturbed by extra-
neous causes (assignable causes), the process will exhibit
a gtate of statistical control. On the other hand, when
important assignable causes operate to disturb the proc-
ess, measurements will reflect this by unduly large devia-
tions from the average of observations. The control
chart will reflect this by showing points outside control
limits; it is then necessary to look for causes of disturb-
ance in the process and to correct them.

The theory underlying the use of the control chart works
splendidly when the process primarily involves machinery
of some type. In such an instance, when there is an
out~of-control situation, some adjustment in the mechanism
is usually required to bring the process back to a state
of statistical control. However, many Census Bureau
operations involve human effort more than machine effort.
For example, when the performance of a human census
coder drifted out of statistical control, a mechanical
adjustment could not be made. It wasnecessary to inform
the coder that his work was considered out of control
and that he had to improve his performance. Presumably,
when a clerk’s output was out of control and he was told
of this, and perhaps additional instruction or training was
given him, he began to produce acceptable work again.

An individual may be regarded as having a “natural
level” of error within limits at which he is capable of
doing the job to which he is assigned. Then, the state of
being out of control arises whenever his errotr rate ex-
ceeds his limits. Of course, in regard to a clerical job,
consideration is given to the varying degrees of difficulty
in the work assignments within the same job, supervision,
and other factors. Effort is exerted to bring into control
the work of clerks who gooutside the control limits speci-
fied for the job. The action taken regarding a clerk who
does not demonstrate the capability of performing within
specifications is similar to that taken on a machine which
cannot meet product tolerances. The clerk, like the
machine, has to be replaced by one who can perform
satisfactorily.

Acceptance Sampling

In an acceptance sampling plan for quality control, two
curves provide information on its characteristics:

1. The operating characteristic (OC) curve. Ingeneral,
the operating characteristics curve for a single sampling
plan is determined by three numbers: the size of the
work lot, the sample size, and the acceptance number.
Points on the OC curve represent coordinates of the
probability of acceptance and the true fraction defective.
If the sample size is large relative to the lot size, the
lot size will have an effect on the shape of the OC cuzrve,
and the formula for sampling from a finite population,
the hypergeometric distribution, is used for computing
the probability of acceptance of a 16t for true values of
the fraction defective. On the other hand, for most sam-
pling problems the lot size is large relative to the sample
size and the selection of successive items in the sample
changes the probability negligibly and has practically no
effect on the OC curve. Under such conditions, the as-
sumption of sampling with replacement from an infinite
population is made and probabilities are usually com-
puted by means of the binomial or Poisson distributions.

When random samples are drawn, chance alone will
inevitably operate to give rise to two types of wrong de-
cisions. Some of the time, the sample information will
indicate that acceptable lots or good guality producers
are to be rejected. Also, some of the time, the sample
information will indicate that substandard lots or pro-
ducers are to be accepted. The ability to discriminate
between good and bad lots or producers is reflected in
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the shape of the OC curve. As the sample size is in-
creased, the ability to discriminate between good and bad
lots or producers is increased, but at an increased cost.

2. Points on the average outgoing quality (AOQ) curve

represent the coordinates of the outgoing percent defective
(ordinate) and the incoming percent defective (abscissa).
For very good quality (as defined by specifications), the
incoming and outgoing quality levels are virtually the
same. This is because there are very few lots in which
so many defectives are found in the sample that the lots
are subjected to 100-percent inspection and correction of
errors. For very bad quality (as defined by the specifica-

tions), the outgoing quality levels show considerable

improvement over incoming quality levels. This is
achieved, however, by paying a price in the form of 100-
percent inspection and correction. The AOQ curve has
a maximum point called the average outgoing quality limit.
This point does not represent the maximum error rate
to be expected in any lot. It represents, just as all points
on the AOQ curve do, the average outgoing quality ex-
pected for a given error rate over all lots having that
error rate. The average outgoing quality limit, then,
represents the average for those lots having an incoming
error rate corresponding to the maximum point on the
AOQ curve.
Hybrid Procedures

In the Bureau, inspection of clerical processes takes
advantage of both process control and acceptance sampling.
Consequently, the procedures are of a hybrid type in which
there are both process control limits and lot rejection
limits. When a process involving clerical work has gone
out of statistical control, screening of the items within
the work lot takes place. This process of screening and
correcting work lots, actually within the area of accept-
ance sampling, operates regardless of whether the clerical
process is in a state of control or not. When work pro-
duced by a clerk is outside process control limits, action
is taken to locate the assignable cause and bring the work
produced within statistical control. The work under
these circumstances is not usually subjected to rescreen-

ing and correction. However, when the work quality is
beyond the specification limits for the job for rejection
of a lot, not only is the search for assignable cause made
but in addition the substandard work is subjected to screen-
ing and correction. The quality control of the coding of
population and housing census responses operated under
such a hybrid plan.

Defects and errors arising in census operations affect
the cost or duration of the work or the quality of the final
statistics or both. Unfortunately, the effectof such errors
is not always clear. Consequently, the design of plans
for the control of quality in operations depends on judg-
ments as to the levels of quality that should be specified
and paid for. Once these levels have been decided upon,
statistical theory replaces judgment and provides an an-
swer as to whether the control level and expenditures are
consistent. If the control level and cost are inconsistent,
one or the other must change, and again judgment plays
a part. If they are consistent, theory again plays a role
in guiding the choice of the “best plan” among the “ad-
missible” ones. “Best,” as used here, means the lowest
average outgoing percemt defective for a fixed cost ox
lowest cost for a fixed outgoing percent defective.

Quality control plans are selected and compared on
the basis of their costs and their power to discriminate
between acceptable and unacceptable work lots or between
the producers of these lots. If the preponderance of the
lots and of producers are acceptable, the principal cost
is determined by sample verification. If a substantial
proportion of the lots or of the producers are not accept-
able, the major part of the cost is determined by the
action taken to improve outgoing quality.

Whenever possible, quality control plans in the Census
Bureau have emphasized process control, which implies
the prevention of defects, rather than acceptance sampling
which implies the correction of defects. However, few
of the plans employed during the 1960 census operations
were all one or the other; most of them were hybrids
which provided for correction of very poor work when it
occurred as well as control of the process to prevent it.



Appendix B. FORMULAS

This technical appendix contains selected formulas for
determining the statistical properties of sampling inspec-
tion plans described in the text. It also contains formulas
used in regression analysisfor studying variables affecting
microfilming quality.

Among the formulas are those for determining the
properties of a continuous production sampling inspection
plan, the “Dodge plan” named for its original developer,
H. F. Dodge, and also called “CSP-1." For detailed dis-
cussion of these formulas, the reader is directed to ref-
erences 3, 10, 11, and 12 in the bibliography. Additional
material on continuous production sampling inspection
plans may be found in references 15, 16, 19, 20, 21, and 22.

Regression formulas used in analysis of relationships
_between measurement of illumination, voltage, anddensity
are included here for convenience. They may be found in
reference 3 and in most textbooks concerned with sta-
tistical theory. '
The theoretical framework for the general formula for
“g”, successive acceptance decisions, within a maximum
of “d”, decisions, is discussed in reference 4.

Formulas for determining the statistical properties of
the sampling inspection plan using a “point system” were
contributed by William H. Cook, formerly of the Opera-
tions Research Branch, Statistical Research Division.
Formulas and tables were included in an internal working
paper titled “A Point System of Quality Control” which dis-
cusses a plan for terminating a process when the output
is outside quality specifications. Results of cumulative
decisions based on sample measurements form the basis
for terminating the process. The mathematical treatment
of the process consists of using the theory developed in
the gambler’s ruin problem where each decision reached
is a play. The stakes are credits and demerits with the
process terminating once the debit side of the ledger
exceeds the credit side by a specified sum. Formulas
are based on a finite rather than infinite number of de-
cisions. The theoretical treatment of this type of prob-
lem may be found in references 2 and 4. '

The theoretical foundation for formulas used in the
curtailed binomial sampling inspection plan for controlling
matcher performance can be found in references 5, 6, and 8.

The formulas for calculating properties of sampling
inspection plans are included below in four categories:

1. Continuous production plan
2. Regression analysis

3. Coder control

4. Matcher control

Continuous Production Plan

Symbols used in the formulas for calculating character-
istics of a continuous production plan (see chapter II) are
defined as follows:

P, true fraction defective

f, sampling fraction

i, number of units inspected in interval to be defect-free
before sampling

‘Xai,

The formulas are shown below:

Average fraction inspected curve (AFI):

£

A= WPyt ot

Probability of acceptance under sampling (Pa);

Lo a-py
(1-£)(1-P)i +1

Average outgoing quality (AOQ):

A0Q = (1-AFDP

Regression Analysis

Symbols used in the formulas for calculating regression
coefficients, correlation coefficients, and analysis of

variance for regression (see chapter III) are defined as
follows:

Xa, dependent variable (density)

X;, independent variable (voltage)

X2, independent variable (foot candles)

n, number of sample readings

ts;, simple correlation coefficient of density and voltage

Yap, sSimple correlation coefficient of density andfoot-
candles

SSE, sum of squares of errors or residuals

bs;, regression coefficient of density on voltage

baz, regression coefficient of density on foot-candles
asa, intercgpt of regression line of density and voltage

aaz, intercept of regression line of density andfoot-
candles

Sba , standard error of regression coefficient (bs,)
N .

'Sbaa’ standard error of regression coefficient(bsz)

S, standard error of constant

, - standard error of constant

a, estimated variance of dependenr variable (X3)

deviation of each reading ondependent variable from
its mean (Xa)

¥y, deviation of each reading on voltage from its mean
(X1)

Xz;, deviation of each reading on foot-candles from its
mean (X;) :
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The formulas were the following:

1. Formulas for calculatmg sample estimates of pa:ra—

meters;

Corzrelation coefficient:

r31 =2 xS: xlx

Y (Zx2;)(Ex2))

a2 " Xy Xy
V(E xgi) (Exg,

Regression coefficient:

X, X,

81
3 x2
1
_zxalxzi‘

32
Zx?

2i
Intercept of regression line;

8g, = Xy — by Xy

.a =X -b X

32 3 82 "2
Estimating equation:
X, may +hy Xy
X2 :asz + baz XZ

2. Pormulas for sample estimates of standard errors:

Unexplained variation:

Sum of squares of errors:

o ) 2
SSE = (1— ru) Ex:i

SSE - 112 ) 3 x2

Estimated variance:

t=]
0
[

51

Standard error of regression coefficient:

5,
‘Sb _
81 Y Ex?
1i
Sa
Sb =
2 Y Exzi

3. Formulas for analysis of variance for regression:

Mean squares:

Régréssion:
rd Txg
"%z E,x;i
Error;
(1-r2)= X2, ‘
n-2
(1- r,) EXZ
n-2
F Computed:

F= (n- 2) rgl

(1-rg))
F= (n—2)r3,
(1-r2,)
Degrees of freedom:
Regression............... 1
Error.ceeeiiiiinniininne,s wn-2

Coder Control

Symbols used in formulas in this partof the appendix are
defined as follows:

X, random variable in attributes measurement which
is assigned a value of one if the item inspected in
the sample is defective (“in erroxr”), or assigned
a zero otherwise.

D, true error rate (fraction defective)

, probability that a dependent verifier willdetect an

item in error
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acceptance number for independent verification

acceptance number for dependent verification for

lot acceptance

acceptance number for dependent verification for

coder acceptance

sample size for independent verification

sample size for dependent verification for lot ac-

ceptance

sample size for dependent verification for coder

acceptance

random vatriable which is assigned a value of one

if the coder is accepted on the basis of the re-

sults of both the independent and dependent veri-

fication samples or is assigned a value of zero if

the coder is rejected on the basis of the inde-

pendent and/or dependent sample of his work

maximum number of samples of a coder’'s work

allowed to be inspected during qualification

the number of successive samples selected from

work lots required to be accepted within a maxi-

mum of “d” decisions inorder to qualify for inde-

pendent verification and process control undex the

point system

the largest integral value.in the quotient d, where
: 8

d equals (rs + k) and k equals (d - rs)

initial credits (points) granted a coder under the

point system

number of decisions over which points are ac-

cumulated under point system

number of credits accumulated in “D” decisions

under point system (cumulative acceptance deci-

sions)

number of demeritsaccumulated in“D” decisions

(cumulative rejection decisions)

random variable taking on values (CD - C), the

difference incumulative points at Dthdecisionand
the initial credit “C” )

probability that a coder, given an initial credit
of “C” points will survive “D” decisions
probability that a work lot or a coder will be ac-
cepted on the basis of the results of the inde-
pendent verification sample of size “n,”, given
an acceptance number “a,” and true error rate
“*

probability that a work lot will be acceptedon the
basis of the results of the dependent verification
sample of size “ny”, given anacceptance number
“az”, a dependent verifier’s detection rate of
“n”, and true error rate “p”

probability that a coder will be accepted on the
basis of the dependent verification sample of size
ns, given acceptance number “as”, a dependent
verifier's detection rate of “n”, and true error
rate “p”

joint probability of a work lot being accepted on
the basis of the results of both dependent and
independent verification samples (L = L, L), or
joint probability of a coder being accepted on the
basis of the results of both dependent and inde-
pendent verification samples (L. = Ly L)
probability of a coder’s qualifying when the rule
is acceptance on “s” successive samples within
a maximum of “d” samples inspected.

. 1
Lo E () er ™

Formulas used for calculating operating characteristic
curves for lot acceptance, coder acceptance, and coder
qualification (see chapter IV) are shown below.

Assumptions are as follows: (a) The product to be in-
spected comprises a series of successive work lots pro-
duced by a continuing process; (b) under normal condi-
tions the lots are expected to be of the same quality; (c)

o the samples n, and n,-are inspected independently of
each other; and (d) the sample sizes are small relative
to the lot size so that the bhinomial distribution can be
used to compute probabilities,

1. Lot acceptance—

The formula for computing the probability of accepting
a work lot is as follows:

; probability of accepting a
work lot under independ-
ent verification

- az n ng" X 214 *
L,=% (XZ)(np)x (1-7p) ; probability of accepting a
work lot under dependent

verification

(Formula i) L =(L,). (La); joint probability of accepting
a work lot

2. Coder acceptance—
Probability coder will be accepted:

; probability of accepting a coder
on the basis of the results of a
sample where independent veri-
fication is used

a, i
L= (Zlf),px(l-p)nl X

X=0

» probability of accepting a
coder on the basis of the
results of a sample where
dependent verification is
used

=)

L =% (;3)(77[))" (1-17p)n3- x
o

xX=

; joint probability of accept-
ing a coder on the basis of
results from both the in-
dependent and dependent
verification samples

(Formula ii) L = (Ly)*(La)

In most sampling inspection plans, it is generally as-
sumed that the process of inspecting sample items is
carried out with neglible error. The assumption made
is that verifiers examining items invariably classify them
correctly as defective or nondefective. As the text ma-
terial indicates, experience and research have shown
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that inefficiency in inspection can be a very important
factor in nullifying the theoretical characteristics of
sampling inspection plans. A discussion of inspection
inefficiency and sampling plans may be found in the fol-
lowing reference: Lavin, Marvin, “Inspection Efficiency
and Sampling Inspection Plans,” Journal of the American

Statistical Association, Volume 41,
1946, pp.  432-438. Lavin presents formulas for deter-
mining the effect of verifier inefficiency on operating
characteristic curves. Formulas L, and L, above are
special cases of formulas presented in the article under
the assumption that the probability of a verifier classi-
fying a nondefective item as defective is small enough
to be considered zero. The demonstration of this follows:
(1) Definitions of symbols are as follows:
P, probability of classifying a nondefective item as
defective (“in errox”™)
Ps, probability of classifying a defective item as
“nondefective”
P , true fraction defective
pt, effective fraction defective
(2) The case is considered where P, and P, are con~
stants and p! is a linear function of p

p’ :(1-132) p +Pl(1.p)
=P, +(1-P,-P,)p

(3) The probability of accepting a work lot under a de-
pendent verification system assuming perfect ef-
ficiency in inspection would be given by the formula
below.

a

2 .
L, = g_ (“2) pX (1_p)“z X

X= 10\X

Relaxation of this assumption and inserting p* for p
yields the following:

fo;j ("z){P +(1-P, - F“);J}X_{P2 + (1-P1._p2)q}nz-x;

where (q = 1-p) and L, is the effective operating
characteristic curve.

The probability of correctly classifying an item is
given by m = 1-P, - P,. If the assumption is'made
that the probability of classifying a nondefective
item as defective is small enough to be ignored,
then n is equal to the probability of not classifying
a defective item as nondefective (m = 1-P;). This
assumption is plausible in certain types of coding
processes where the incoming percent defective is
of the order of 3 to 5 percent, and the dependent
review clerk is likely to agree with the code as-
signed by the production coder.

By inserting m =
zero in the formula for the effective operating
characteristic curve, the formula for L, is changed

(4)

6]

as follows:
az . . .
L,= 2 (nz)i{(l-P) }" {P + (1-B) ‘}"2"‘
x=1g X/ 2 P 2 - q
222 fn, )% {(1om + n,-x - ‘

2 /n . n,- X
=3 (2)(7Tp)>cr(,1-wp) 2
x =0 \X

No. 236, December '

1-P, and assuming P, equalto.

(6) Slmllarly, the formula for La, probability ofaccept-
ing a coder on the basis of the results of a sample
where dependent verification is used, is derived.

3. Coder qualification—

Let M, =(-1)i "t ({r-i}s+k> :

i

Let N, =(-1)' ** ({r-i-i}erk)

" Formula (iii) i

s T s ; r-1 . .

Qrs =L° + iz—lMi (D! (1-L) --2‘, , (Ni ) (L)(l +1)S(1_>L)1;
= =

probability of “s8” successive ac-

ceptance decisions ona coder with-

in a maximum of “d” decisions

The general formula above yields the following for com-
puting the probability of coder qualification:
a. General coding

Probability of 4 successive accepted samples in a max-
imum of 12.

nio

d=12; =3 k=o

s=4r =

Qay(y =L* +(§)L4 (1-1) "(‘f) L? (1—L)7(3) L {1-1)°

b. Industry and Occupation Coding

Probability of 5 successive accepted samples in a max-
imum of 25.

O’(s)(5)=L5+(2{))L (1-L)- (125)[‘10 (1-0)*
(D (5
(3

a-v + (9) e a-n - a.v
4, Point system— Probability that & coder will not be
removed from production after training.

(1-1)*

D D D DeZ DeZ,
Uy o= = ‘-2 | {DZ c) LT (11T
oz=F|\T2 T

+ C-1

D
where F=D-2 ( ) and

Z=(Qp- C),

decisions, and C the initialcredit, The parentheses de-

note the largest integral value contamed inD+C-1. This
T2

notation for the lower limit value of % takes care of the

case when D+C is even or odd, If D+C = 2K, then &

= -C+2 is the lower limit. Admissible values for &,

= A - R are even or odd for D = A + RD evenor odd,

The quantity AD is the cumulative number of decisions
to accept, and R is the cumulative number of deci-
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sions to reject based upon results of the independent
verification samples.

The formula presented above can be simplified so that
binomial tables such as those cited in reference (7)
can be used for computations. This can be accomplished
by making substitutions as follows:

D-Z
E==5—

V=E.C= 5 " Cc
The result is Formula (iv}, below, used in computing the
probability of a coder not being removed on or before D
decisions.
(Formula (iv)

- 1-L\C
Un,c“fx'(T’l) fz
1

For simplification in writing the formulas for f, and f;,
the following substitutions are made:

_ D+C-1
G="3

_ D-C-1
H 2

then, f; and f, are as follows:

To illustrate the application of Formula (iv), the proba-
bility of a coder not being removed on or before ten de-
cisions is computed below under the following condi-
tions: L, =.60; C=3; D =10

D .
G= +2C 1 :12“2=6; upper limit for E
H =2 g'l =g— = 3; upper limit for V

6 -E
h=x (9) o' Fan® = 0.0

E=o

3 10 R
fzzg_o(v)(-GO)lo V(.40)V= 0.3823

The values for f, and f; can be determined from those in
Tables of the Cumulatrive Binomial Distribution, Cam-

bridge, Mass., Harvard University Press, 1955, p. 308.

IIRAY
Ulo.a_tl_( L 1) fz
1
) 10.40%s
(0. 9452) (——~O' 60) (0.3823)
= 0,832

This value for U,, ,s can be found in the following table

which shows the probability of survival U when points

D,C
are permitted to be accumulated over D decisions and an

2 V=0 initial stake of C credits is granted to the coder.
UD,C\', Probability of Surviving D decisions (D = 10, 20, 50) and the Initial Credit
of C points (C = 1,3,5) - Point System
Prob, of Prob, of _ _ . -
acceptance re jectance Initial credit C = 1 Initial credit C = 3 Initial credit C =5
(one decision) : (one decision) Number of decisions (D) Number of decisions (D) Number of decisions (D)
(L) (1w 10 20 50 10 20 50 10 20 50
1.00 .00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1,00
.90 .10 .89 .89 .89 1.00 1.00 1.00 1.00 1.00 1.00
.80 .20 .75 .75 75 .99 .98 .98 1.00 1,00 1.00
.70 .30 .59 .57 57 .94 .93 .92 .99 .99 .99
.60 40 Al .37 34 .83 LT .72 97 .92 .88
.50 .50 .25 .18 A1 .66 .50 .33 .89 W74 .52
<40 .60 .12 .06 - 0L 43 21 .05 7 AR 11
.30 .70 04 01 .00 22 .05 .00 51 A4 .00
.20 .80 .01 .00 .00 .07 .00 .00 R4 ) .02 .00
.10 .90 .00 .00 .00 .01 .00 .00 .05 .00 .00
.00 1.00 .00 00 .00 .00 .00 .00 .00 .00 .00
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Matcher Control

A truncated sampling inspection plan is discussed inthe
text in connection with control of the matcher’s perform-
ance in detecting disagreements between pench coders
and production coders. A decision to accept the work of
a matcher is based on missing “a” orfewer planted errors
in a sample of “n” errors. However, whenever in the
course of inspecting a matcher’s work it is discovered
that he has missed “a+l” planted errors he receives a
“rejection.” The formulas in this part of the technical
appendix deal with two aspects of the sampling inspection
plan: (1) Determining the probability of accepting the
matcher in one decision, and (2) determining the ex-
pected sample size (average sample number) per de-
cision, .

Symbols used in formulas in this part of the appendix
are defined as follows:

x, random variable in attributes measurement which is
assigned a value of one if the matcher fails to detect
a planted error and zero otherwise

P, true error rate of the matcher

a, acceptance number for accepting a matcher in one
decision

b, rejection number for a matcher; b=a + 1

n, sample size for reaching a decigion to accept the

work of a matcher

L, probability of accepting the work of a matcher in one
decision
B, binomial distribution; for example

BBy =& (2)pra-pnx

1. Probability of matcher acceptance in one decision

The probability of accepting the work of a matcher in
one sample of “n” planted errors is computed by the
following formula:

Formula (v)

= - & n x n-x
L=B(nP) -xz:O(x) P* (1-P)

The failure to detect a planted error is represented
by the random variable (x = 1). The acceptance numbe#
is denoted by “a”, and the rejectionnumber by (b= a + 1).

2. Average sample size per decision

The plan calls for accepting the work of a matcher on
the basis of a sample of “n” planted errors with “a” or

fewer failures to detect coder and/or pencher errors.
Rejection of a matcher occurs whenever “b” failures
occur in the process of inspecting planted errors in-
troduced in the matcher’'s work. Thus, theplan involves
curtailed sampling with truncation occurring in the
process of rejection. The acceptance region is fixed
at the coordinates (n,a). The rejection points are de-
noted by coordinates (j,b); the letter j is used here to
denote a trial and to distinguish it from “x", used as the
random variable for acceptance. The formula for de-
termining the probability associated withthe coordinates
(j,b) is the negative binomial.

i

Probability (j,b) (j- 1) petl (1. p)i-=?
a

(e

where j takes on integral values in the range bton
(inclusive). This is equivalent to the probability of
“a” failures on the (j-1)st trial and a failure on the
jth trial.

In developing the formula for computing average sample
numbers for curtailed binomial sampling plans, use is

(3

made of the expected value of “j”, written as follows:

New o fi-1 .
EG) _jib](b-l) p (1. p)i-b

It can be shown that the expected value of “j” is related
to the binomial distribution in the following way:

E(i)=b (LP—E—) B(n,Bb+1}) +bB{n,Bb)

The interested reader will find the mathematical proof
in references (5) and (8). By use of this relation, the
formula for the average sample number may be written
as follows:

ASN =0l + E(j) = nB(n,P) +b (355} B (n,Rb+1)
+bB (n,P,b) '

ASN =n {1-B(n,P,b)} + b'(lig;i)-—)“B(n,P,bJrl) +b B (n,Bb)

Formula (vi)

AN =n+b (152) B (nRb+1) + (b-n) B (n,BB)
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